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Responsive and resilient space-based systems are needed to satisfy changing mission requirements and react to

unforeseen challenges. Nontraditional constellations, such as heterogeneous and rideshare constellations, have the

potential to increase resiliency and responsiveness, as can using commercial off-the-shelf parts. However, these

constellation types introduce design challenges that cannot be solved by analytical techniques. A novel methodology

for optimizing these constellations using a multi-objective genetic algorithm and model-based systems engineering

techniques is introduced. Included in this methodology are new techniques formeasuring constellation resiliency and

rapidly determining reachability between two orbits. The methodology is applied to a validation case of designing

a Mars-orbiting position, navigation, timing, and communications constellation. The methodology is then used to

examine the viability of using rideshare opportunities to construct a satellite constellation. The constellation must

provide regional imaging coverage in the event of a natural disaster, and its efficacy is evaluated both in the nominal

case and in the case when multiple satellites have failed.

I. Introduction

T HE satellite constellation design paradigm has seen increased
use of smaller, less costly satellites within the past decade [1].

Between 2012 and 2017, the number of small satellites (less than
600 kg) launched per year increased sixfold, whereas more massive
satellites were launched at a nearly constant rate over the same time
period [2]. This shift is driven by many factors, including miniaturi-
zation of satellite components, standardization and the availability of
commercial off-the-shelf (COTS) components, and disaggregation of
satellite missions and components across multiple platforms [1,3–5].
New tools andmethodologies are needed to accommodate the unique
challenges and capabilities of these nontraditional systems. The
Disaggregated Integral Systems Concept Optimization Technology
(DISCO-Tech)methodologywas created to address these challenges,
includingmodeling disaggregated constellations, optimizing satellite
payloads across multiple buses, analyzing mission performance
of degraded constellations, and leveraging nontraditional launch
opportunities.
The DISCO-Tech methodology is overviewed herein. Particular

focus is given to the development of new techniques for determining
reachability between two orbits given constraints on propellant
and thrust and for quantifying the resiliency of a proposed satellite
constellation based on the constellation’s ability to perform in the
event of asset loss or failure. The DISCO-Tech methodology is then
applied to the problem of designing aMars-orbiting communications
and position, navigation, and timing constellation. This first scenario
is meant to serve as a validation case and is therefore restricted to
a single objective function and a fixed set of potential architectures. It
demonstrates the ability of DISCO-Tech to compare heterogeneous
and homogeneous constellations. A second scenario requiring
the design of a constellation of imaging satellites providing coverage
of the State of California for the purposes of fire detection is also

considered. The constellation is manifested using rideshare oppor-
tunities, then onboard propellant is used to modify the orbits
after launch. The satellites use only COTS components designed
for nanosatellites. This scenario demonstrates DISCO-Tech’s ability
to leverage nontraditional launch opportunities, optimize dynamic
constellations that undergo reconfiguration, and measure degraded
constellation performance.

II. Background

Spacecraft can fail for a variety of reasons, including launch fail-
ures, radiation, thermal stresses, and electronics failures [6]. Because
the failure of even a single satellite detracts from a constellation’s
ability to perform its mission, it is beneficial to explore architectures
that are resilient to failure and to quantify the effect of a failure on
mission performance.
Disaggregation is one method of increasing the resilience of space

systems [7]. As identified by the Air Force Space Command, the
disaggregation strategies of interest are as follows [8]:
1) Fractionation: the dispersion of a system into multiple on-orbit

modules, where the subsystems interact wirelessly
2) Functional disaggregation: the dispersion of payloads or sensors

onto separate satellite platforms
3) Hosted payload disaggregation: the dispersion of payloads as

secondary payloads onto other satellite systems
4) Multi-orbit disaggregation: the use of satellites in multiple

orbital planes that work together to perform a mission
5) Multidomain disaggregation: the use of assets in multiple

domains that work together to perform a mission
Disaggregation has previously been applied to problems of space-

based weather monitoring and fire detection [9–12]. Multidomain
disaggregation in particular has been used to design space situational
awareness architecture, though the study lacked the dynamic archi-
tecture design capabilities provided by DISCO-Tech [13].
By decreasing system complexity, fractionation and functional

disaggregation can often employ smaller spacecraft due to decreased
power and data throughput requirements. Multi-orbit disaggregation
can also indirectly decrease satellite size, as amulti-orbit constellation
in low Earth orbit (LEO) may use smaller, less powerful payloads to
provide coverage similar to a single large satellite at a higher altitude.
Small satellites benefit from lower costs and opportunities for stand-
ardization not available for large satellites. However, they come
with their own set of challenges. For example, the small-form-factor,
low-cost satellites known as CubeSats are particularly susceptible
to failure due to their use of COTS parts, low budgets, and high
risk tolerance. A 2017 study by the Aerospace Corporation found
that academic CubeSat missions failed 55% of the time, whereas
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commercial CubeSat endeavors failed 23% of the time [14]. Despite
their failure rate, CubeSat constellations can enable critical space
missions by providing rapid response through their rapid develop-
ment times. Additionally, their small size allows them to be launched
as secondary payloads when their mission has some flexibility in
the required orbital configuration. CubeSats can therefore play an
important role in a disaggregated constellation if their limitations are
controlled.
As part of these considerations, the effect of the failure of one or

more satellites on the ability of the constellation to perform its
mission must be assessed. Previous work has measured constellation
resilience based on the predicted failure rate [15] and the predicted
number of satellites on orbit [16]. Stenger performed network analy-
sis for a degraded Iridium constellation, selecting the worst-case
removals in batches of 12 by finding the satellites that appeared most
often in the packet paths and removing them [17]. However, this
method is not mathematically rigorous for nonuniform constellations
because the problem of satellite access cannot be solved recursively.
To illustrate, a case in which satellites are spaced unevenly in an
orbital plane is shown in Fig. 1. The satellites are assumed to be
placed in an equatorial orbit, with ground stations also on the equator.
In the nominal case, the largest gap occurs between satellites C and
D. If a single failure occurs (the 1-removal case), the satellite whose
removal would result in the largest gap is satellite C, denoted by an
orange triangle. If the 2-removal case continues from the 1-removal
case by assuming that C has already been removed, the next
most damaging satellite to remove is B. However, considering the
2-removal problem independently from the 1-removal problem
shows that the best two satellites to remove are D and E, denoted
by red squares, as removing these two satellites creates the largest gap
in true anomaly and therefore the largest gap in coverage. Therefore,
relying on recursion to determine the worst-case removals yields an
incorrect answer. It is therefore beneficial to develop a rigorous
methodology for determining the satellites whose removal is most
damaging to the constellation performance.
Another issue in the deployment of nanosatellite constellations is

getting all of the assets into orbit. In traditional spacecraft constella-
tions, the launch costs are a relatively small portion of the overall
budget; an example scenario in Ref. [18] predicts a 14% launch cost.
Nanosatellites, however, can be as cheap as a couple hundred thou-
sand dollars [19]. Because launch vehicles cost tens to hundreds
of millions of dollars, the use of dedicated launches for low-cost
missions is infeasible unless hundreds of satellites can share a launch
vehicle [20]. However, small satellites can be launched as secondary
payloads via rideshare programs for about $30,000per kilogram [19].
Additionally, academic groups may qualify for free launch services
through the Educational Launch of Nanosatellite (ELaNa) missions
[21]. The downside of constellations built using rideshare alone,
sometimes called ad hoc constellations, is that the irregular distribu-
tion of satellites results in large gaps in coverage compared with a
symmetric constellation like aWalker constellation. Previous studies

have quantified these differences, but have shown that performance
can be improved through optimization of the rideshare selection. One
such study randomly selected combinations of satellites from pre-
vious launches to characterize the range of performance for ad hoc
constellations providing global coverage [22]. Reference [23] used a
multi-objective genetic algorithm to determine an optimal rideshare
manifest for providing global coverage. A single solution from the
resulting nondominated front was selected and its resiliency assessed
after the optimization. Finally, a methodwas developed for optimally
manifesting secondary payloads using linear programming tech-
niques, but this method requires that the desired orbits for the satel-
lites be known a priori [24].

III. Methodology

The DISCO-Tech methodology was used to formulate and solve
both scenarios. The DISCO-Tech algorithm is modular, with each
module performing a different task of the optimization. Coremodules
of the code are described in detail in Ref. [25]. Unchanged modules
are briefly summarized below, whereas new or updated modules are
described in detail.

A. Optimization

DISCO-Tech uses amodified version of the epsilon nondominated
sorting genetic algorithm II (ϵ-NSGAII) to solve multi-objective
optimization problems [26]. It combines the epsilon dominance
feature of ϵ-NSGAII with the archive feature of the Borg genetic
algorithm but maintains the use of generations to facilitate ease
in parallelization [27]. It differs from Borg and ϵ-NSGAII in that it
uses a variable-length crossover operation, as described in Ref. [25].
Evolutionary algorithms have successfully been applied to satellite
constellation design problems in the past, making them suitable
optimizers for this study [26,28–30].

B. Reachability

Literature on constellation reconfiguration has restricted analysis
to specific sets of maneuvers. One study restricted reconfiguration to
in-planemaneuvers, and then used a genetic algorithm to solve for the
two-burn transfers yielding the best coverage in the final configura-
tion [26]. Other studies restrict the initial and final constellations to
known sets of orbits, presolving for the propellant needed to go
between each combination of orbits and then solving the assignment
problem to find the optimal set of transfers [31–33].
A general framework was desired to rapidly determine the reach-

ability of one orbit from another. Although methods exist for gen-
erating the reachable set [34–37], they rely on numerical simulation
and are too computationally expensive to call for each solution during
the optimization because the reachable set will change as the initial
orbit changes. Instead, an estimation of the propellant used is gen-
erated using a linearized version of Gauss’s variational equations
(GVEs). If the estimated propellant is less than or equal to the
available propellant, the final orbit is considered to be reachable from
the initial orbit. This section outlines the linearization and examines
the regions for which the linearization is within some user-defined
bounds of the nonlinear system.
Previous research linearized GVEs about the final orbit and

used the resulting equations with model predictive control (MPC)
to calculate the required controls to maneuver from one orbit to
another [38]. This linearization serves as the basis for DISCO-Tech’s
approach, though theMPC process was deemed unnecessarily costly
because the total propellant expenditure is needed, not the entire
control history. Furthermore, the linearization presented in Ref. [38]
is improved through the use of the modified equinoctial orbital
elements (MEOEs), by treating the true longitude as an independent
parameter, and by improved analysis of the validity of the lineariza-
tion. It is assumed that the final value of the true longitude is irrelevant,
as it can be set afterward by temporarily raising or lowering the orbit
using a comparatively small amount of propellant or by holding the
satellite at an intermediate stage in its transfer until the desiredphasing
has been reached. It is also assumed that themaximumacceleration ofFig. 1 Representative nonuniform satellite distribution.
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the spacecraft does not change over time despite the change in the
spacecraft’s mass.

1. Derivation

GVEs are of the form

dx

dt
� f�x� � B�x�u (1)

where x is the vector of orbital elements and u � �ur; uθ; uh�T are
the control accelerations in the local-vertical–local-horizontal
(LVLH) frame. This formulation uses the set of MEOEs, a set
of nonsingular elements defined in Ref. [39,40]. The MEOEs are
denoted by x � �p; f; g; h; k; L�T, where the true longitude L is the
only rapidly changing variable. p is the semiparameter of the orbit.
The remaining four elements lack physical meaning but are defined
as f � e cos�ω� Ω�, g � e sin�ω� Ω�, h � tan�i∕2� cos�Ω�, and
k � tan�i∕2� sin�Ω�, where e is the eccentricity, i is the inclination,ω
is the argument of periapsis (AOP), andΩ is the right ascension of the

ascending node (RAAN). f�x� ∈ R6 represents the dynamics of the

elements in the absence of control, and B�x� ∈ R6×3 is the input
effect matrix. These matrices can be constructed from the equations
in Ref. [39].
With the exception of true longitude, the orbital elements are

constant in the absence of perturbations like oblateness effects. Form
a reduced set of elements z � �p; f; g; h; k�T . Equation (1) can be
rewritten as

d

dt

"
z

L

#
� f�z; L� � B�z; L�u (2)

Because the first five elements of f�x� are zero for the two-body
problem, the dynamics of these elements can be written as

dz

dt
� B�z; L�u (3)

where B�z; L� is the first five rows of B�z; L�. The equation is affine
in u but nonlinear in z due to the dependence of B on z.
It is advantageous to treat the true longitude L as an independent

parameter, so the conditions under which such an assumption holds
are examined. The dynamics of L are described by

dL

dt
�

������
μ

p3

r
�1� e cos�θ��2 �

����
p

μ

r
tan�i∕2� sin�θ� ω�

1� e cos�θ� uh (4)

The classical orbital elements are used to provide a sense of
physical understanding, with θ being the true anomaly. The control
input has the greatest influence on the dynamics ofLwhen the second
term of the previous equation is maximized. R is defined as the ratio
between the second term in Eq. (4) and the first term in Eq. (4). R is
maximized if sin�θ� ω� � 1, cos�θ� � −1, and uh is equal to its
maximum possible acceleration umax:

Rmax �
umaxa

2�1 − e2�2 tan�i∕2�
μ�1 − e�3 (5)

This ratio quantifies the maximum relative impact that the control
thrust can have on the dynamics ofL. By setting an upper limit on the
instantaneous value of the ratio, a maximum allowable thrust accel-
eration for various combinations of a, i, and e can be calculated.
Equation (5) is zero for an inclination of zero because thrusting in the
angularmomentum direction at this inclinationwill not affect the true
longitude. Figure 2 shows themaximumallowable thrust acceleration
such that the ratio Rmax at apoapsis will not exceed 0.1. When the
control accelerations are smaller than those described in the plot for a
given combination of semimajor axis, eccentricity, and inclination,
the impact of the control on the growth of the true longitude can be
ignored.

Nanosatellites tend to employ micropropulsion systems with low
thrusts on the order of millinewtons [41]. The control influence on L
can be safely ignored for these cases. High-thrust CubeSat propulsion
systemswith up to1.25Nof thrust are in development.‡Assuming that
these systems would be used exclusively with larger CubeSats with a
dry mass of at least 5 kg, the corresponding acceleration would be at

most 0.25 m∕s2. FromFig. 2, it can be seen that satellites in LEOwith
eccentricity less than 0.4 and inclinations less than 135° will satisfy
this constraint. If a nanosatellite is constrained to LEO, either due
to rideshare availability or due to sensor requirements, the assumption
that the control does not significantly affect the true longitude will

hold. The rate of change ofL is then dL∕dt � ���
μ

p
q2p−3∕2. Thevalues

of L can be approximated either by holding the MEOE fixed at either
the initial or final values or by linearly interpolating between the initial
and final values and calculating the growth ofL at each time step. The
approximation of the secular growth rate distorts the relationship
between time steps and steps of L, but the validation cases tested in
Sec. III.B.1 demonstrate that the effect does not significantly impact
the results. The effect can be mitigated by using smaller time steps or
by iterating through the problem multiple times, using the previous
solution to generate the approximation of L. The initial formulation
linearly interpolates values of a and e between the initial and final
values over the analysis period and then uses those values to calculate
the true longitude.Using this process, true longitude can be treated as a
function of time alone, allowing it to be treated as an independent
parameter in the linear program (LP) if the control thrusts are within
the bounds specified in Fig. 2. Equation (3) can then be rewritten

as dz∕dt � B�z; L�t��u.
Performing a Taylor series expansion of Eq. (3) about some

reference orbit zs gives

dz

dt
�

�
B�zs; L�t�� �

∂B
∂z

����
z�zs

Δz
�
u� HOT (6)

where Δz � z − zs. ∂B∕∂z in the second term is a tensor of
rank three. The higher-order terms (HOT) are neglected. The equa-
tion for a single element zi is given below for clarity, with bij being
the element of B in the ith row and the jth column.

dzi
dt

≈ �bi1bi2bi3 �u�

2
66666664

Δp

Δf

Δg

Δh

Δk

3
77777775

T
2
66666664

∂bi1∕∂p ∂bi2∕∂p ∂bi3∕∂p

∂bi1∕∂f ∂bi2∕∂f ∂bi3∕∂f

∂bi1∕∂g ∂bi2∕∂g ∂bi3∕∂g

∂bi1∕∂h ∂bi2∕∂h ∂bi3∕∂h

∂bi1∕∂k ∂bi2∕∂k ∂bi3∕∂k

3
77777775

�������������
z�zs

u

(7)
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Fig. 2 Thrust acceleration limit for orbits at various inclinations and
eccentricities.

‡http://www.rocket.com/files/aerojet/documents/CubeSat/MPS-130%20data
%20sheet%20crop.pdf.
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≈�bi � �JiΔz�T�u (8)

The second term results in a nonlinear equation because the term
contains a product ofΔz andu. The system can be solved using linear
programming techniques if the nonlinear term can be neglected. This

simplification is valid if the magnitudes of the derivatives of B are

small comparedwith thevalues ofB itself. The ranges overwhich this
assumption is valid are examined.
To determine the allowable extent of the nonlinearity due to a

variation in one of the MEOEs, a bound is set on the ratio of the
magnitudes of the nonlinear and linear terms causing a change in
element i due to the difference in element j from the stationary orbit:

Qij �
jΔzjjkjijk

kbik

�
jΔzjj

�����������������������������������������������������������������������������������
�∂bi1∕∂zj�2 � �∂bi2∕∂zj�2 � �∂bi3∕∂zj�2

q
�������������������������������
b2i1 � b2i2 � b2i3

p (9)

jij is the jth column of the Ji matrix. By setting an upper limit on the

value of Qij, Qmax, bounds on each of the orbital elements can be

developed. Since the bounds on Δzj must satisfy the imposed limits

on Qij ∀ i ∈ �1; 5�, the smallest value of Δzj calculated by the five

equations is selected by taking the minimum over i. This limit should

be satisfied for all values ofL. However, some elements ofB, such as
b21, go to zero at certain values of L. As a result, the ratio near these
points is poorly defined. Furthermore, a large Qij value occurring

when bi is small still results in a small magnitude change in bi. To
avoid these singularities, the denominator used in Eq. (9) is not the
instantaneous value for a given L but the average value calculated by
averaging kbik over L. This average value is denoted as kbikavg.
Because all terms in the numerator of Eq. (9) are a function ofL, take
theminimum of jΔzjj overL to ensure themost conservative bounds.

Mathematically, this relationship can be written by inverting Eq. (9)
to obtain

jΔzjj ≤ min
i∈�1;5�

�
min

L∈�0;2π�

�
Qmax

kbikavg
kjij�L�k

��
(10)

Using the process described above, bounds on the linearization are
generated for an orbit with nominal values ofa � 7000 km, e � 0.1,
i � π∕4, Ω � π∕6, and ω � π∕12 and Qmax � 0.1. To determine
the impact of the initial value of each orbital element on the bounds,
the initial orbital elements are varied one at a time while holding the
others fixed. a is varied from 6678 to 16,378 km, e is varied from 0 to
0.8, i is varied from 0 to 180°, Ω is varied from 0 to 360°, and ω is
varied from 0 to 360°. Figure 3 shows the results for the combinations
of orbital parameters having the most significant impacts.
Themain determining factor in the semimajor axis bounds is itself,

with larger semimajor axes having larger bounds. For a LEO, a limit
of jΔaj � 500 km ensures that the bounds on the linearization are
satisfied, as is shown in Fig. 3a. These bounds consider only the GVE
linearization and do not account for drag or other nonlinearities.
Figure 3b shows that eccentricity is the main determining factor for
its own bounds, with larger eccentricity having smaller bounds.
Inclination influences the bounds on eccentricity as well, as shown
in Fig. 3c. For an orbit with low eccentricity, bounds of about 0.1 are
acceptable. As shown in Fig. 3d, the inclination bounds decreasewith
increasing inclination. A high-thrust CubeSat propulsion systemmay
provide approximately Δv � 570 m∕s for a 5 kg satellite. The
achievable inclination change with Δv � 570 m∕s at an altitude of
1000 km is only 4.4°. This high propellant requirement, coupled with
the large bounds on inclination,makes it unlikely that a satellitewould
maneuver more than a couple of degrees in inclination, rendering the
linearizationvalid for all practical cases barring a retrograde orbit with
inclination greater than 120°.
Overall, the linearization will hold when the semimajor axis

error is kept below 500 km, the eccentricity error kept below 0.1
for low eccentricities and below 0.05 for eccentricities near 0.5,

the eccentricity kept below 0.5, the inclination kept below 120°,
changes in AOP kept below 50°, and changes in RAAN and inclina-
tion kept below 10° for prograde orbits and 5° for retrograde orbits.
Now that it has been shown that the nonlinear term in Eq. (6) can be

neglected in the cases described above, the linear equation

dz

dt
� B�zs; L�t��u (11)

can be used to approximate the change in the orbital elements over
time for cases satisfying the bounds on thrust and orbital element
error described previously. As an initial guess, the reference orbit is a
linear interpolation between the initial and final orbits. Fidelity can be
improved by performing multiple iterations, using the solution from
the previous iteration as the reference orbit for the next.
Applying the variation of constants formula to the above equation

gives

z�t� � z0 �
Z

t

t0

B�zs; L�v��u�v� dv (12)
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Fig. 3 Element limits for valid linearization under changing initial
element values.
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If the system is discretized by setting t � kΔt, using it to calculate
Lk � L�kΔt�, and treating B and u as being fixed at each time step,
the equation becomes

zk�1 � z0 � Δt
Xk
j�0

Bjuj (13)

With Eq. (13), the problem of finding a propellant-optimal trajec-
tory between the initial and final orbits can now be formulated as
a LP. If the three control thrusts are provided independently using
three separate thrusters, the total Δv required for the maneuver
is Δv � P

k�jurkj � juθkj � juhkj�Δt. However, in the case where
a single thruster is providing control, the required Δv is

Δv � P
k

���������������������������������
u2rk � u2θk � u2hk

q
Δt. Even in the latter case, the simpli-

fying assumption is made to use the former value for Δv. To treat
the absolute values in the Δv formulation, it is necessary to create
separate variables u�ik and u−ik, both in [0, umax], such that

uik � u�ik − u−ik. The minimization will ensure that at most one

of u�ik and u
−
ik is nonzero. The LP formulation can be written as

Minimize Δt
X
k

X
i

u�ik � u−ik

with decision variables:

u�ik ∈ �0; umax� ∀ k � 0; 1; : : : ; kf; i ∈ fr; θ; hg
u−ik ∈ �0; umax� ∀ k � 0; 1; : : : ; kf; i ∈ fr; θ; hg
such that:

zfd − ζf ≤ z0 � Δf
Xkf
j�0

Bjuj ≤ zfd � ζf

where ζf is the allowable error in the final state, and the desired final
state is zfd. Similar LP formulations have been used for trajectory

optimization using the Hill–Clohessy–Wiltshire equations or the
Gim–Alfriend equations as a basis, such as in Ref. [42]. Because
the control is held constant during each step, reaching an exact state
may be impossible, requiring the inclusion of error bounds. Open
source or commercial LP solvers can be used to obtain the optimal
trajectory. Once the optimal solution is known, the orbital elements
at each step k can be calculated using Eq. (13). The approximate Δv
required is equal to the objective function value.
This formulation does not consider uncertainties in position and

velocity or pointing accuracy. For Earth-based systems with low-cost
GPS receivers, position and velocity errors are 10 m and 25 cm∕s,
respectively.§ These errors are small compared with the magnitude of
the position and velocity vectors and therefore have negligible impact
on the orbital elements. A satellite with a pointing accuracy of
1° would experience less than a 2% change in the thrust vector from
its nominal value.¶ Techniques for handling state errors in satellite
maneuvering include Kalman filtering [43], MPC [42], and the
Lyapunov direct stability theorem [44]. Similar measures could be
adapted at the cost of increased computational complexity.

2. Validation

Two scenarios are used to test the problem formulation. First, the
problemof raising a circular orbit from1000km in altitude to 1500km
in altitude using amaximum acceleration of 0.01 m∕s2 is considered.
According to Ref. [45], the optimal low-thrust orbit raise for a circular
orbit is a continuous thrust in the velocity vector direction and

consumes a total Δv of Δv � j �����������
μ∕a0

p
−

�����������
μ∕af

p j. The time needed

to complete the maneuver is tf − t0 � �μ∕umax�ja−1∕20 − a−1∕2f j. For
the given problem, the required Δv according to the equation
is 237.1 m∕s.

The scenariowas permitted to run for 1.05 times the predicted time
needed to complete the maneuver. The semimajor axis was assumed
to vary linearly between the initial and final values, with these
interpolated values being used in the Bk matrices at each time step.
The estimated velocity required for the orbit raise is 235.9 m∕s,
resulting in a deviation from the analytical solution of less than 1%.
The second scenario requires an inclination change of 2° within 40

orbital periods. The orbit is circular and has an altitude of 1000 km.
From GVEs, changes in inclination are caused by thrusting in the
angular momentum direction, di∕dt � ruh cos�ω� θ�∕h [46].
Because of the cosine term, the impact from uh is maximized at the
ascending and descending nodes. Near the nodes, thrust in the
angular momentum has little impact on other orbital elements, so
the impact on i can be considered independently. If thrusting is
performed for some time period ΔT centered on the nodal crossing
with a constant acceleration uc, the change in inclination for a single
maneuver for a circular orbit can be shown to be

δi � 2uca
2 sin�nΔT∕2�
μ

�������������
1 − e2

p (14)

where n is the mean motion. Because 40 orbital periods are allowed
for the inclination to occur, there are 80 nodal crossings and therefore
80 propulsion events, each resulting in an inclination change of

0.025°. If uc is 0.01 m∕s2, the time for each maneuver ΔT can be
obtained from Eq. (14) and is equal to 322 s. The total Δv for all 80
maneuvers is therefore equal to 257.7 m∕s. The linear programming
approach predicted a Δv of 253.9 m∕s, yielding an error of 1%.
These examples, when combined with the mathematical validation
provided above, bound the accuracy of the linearization approach in
predicting the Δv required for a LEO transfer. The predicted Δv can
then be used to determine the reachability of one orbit from another.

C. Coverage

Because the calculation of satellite revisit metrics is nonlinear and
computationally expensive, the rise and set times are computed
for the nominal constellation, the satellite constellation from which
no assets have been removed. Themethodused for calculating the rise
and set times is adapted from the methods developed by Alfano [47].
Alfano uses a coarse time step to find the satellite positions over
time, and then uses quintic interpolation to approximate the rise–set
times of the satellites between the steps of the propagation. Alfano
developed equations describing constraints on the maximum range,
minimum and maximum elevation angles, and minimum and maxi-
mum azimuthal angles. For the purposes of this work, only the
maximum range and minimum elevation equations are used:

fR�t� � R�t� − RLIM (15)

fϕ�t� �
�
cos−1

�
cos�ϕ�t��
R�t�

�
−ϕ�t�

�
−
�
cos−1

�
cos�ϕLIM�

R�t�
	
−ϕLIM

�
(16)

where R�t� is the range from a satellite to a ground station at time t,
ϕ�t� is the elevation angle from the ground station to the satellite,
RLIM is the maximum allowable range, and ϕLIM is the minimum
allowable elevation angle. Additionally, an equation for a constraint
on the maximum off-boresight angle of the ground station with
respect to the satellite is developed. The off-boresight angle θ�t�
can be calculated as

θ�t� � cos−1
�
R�t� ⋅ p�t�
kR�t�k

	
(17)

where R�t� is the vector from the satellite to the ground station and
p�t� is the unit vector in the direction of the boresight axis of the
sensor.
For the off-boresight angle constraint, the equation is a slight

modification of Eq. (16):

§https://www.cubesatshop.com/product/nss-gps-receiver/.
¶https://www.bluecanyontech.com/static/datasheet/BCT_DataSheet_

Components_StarTrackers.pdf.
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fθ�t� �
�
cos−1

�
cos�θ�t��
R�t�

�
− θ�t�

�
−
�
cos−1

�
cos�θLIM�

R�t�
	
− θLIM

�
(18)

where θLIM is the maximum allowable off-boresight angle.
To find the intervals that contain rise and set times without inter-

polating through every time step, the time steps in the coarse propa-
gation for each satellite–station combination for which fR�t� ≤ 0,
fϕ�t� ≤ 0, and fθ�t� ≥ 0 are found. During these times, the satellite

can access the ground station. Of these time steps, the times are found
that are near the beginning interval of access by finding points that are
more than one time step away from the previous point satisfying
the constraints. Likewise, the times that are near the end of an interval
are found by finding points that are more than one time step away
from the next point satisfying the constraints. fR�t�, fϕ�t�, or fθ�t�,
whichever is most restrictive at each point, is used for the quintic
interpolation as described by Alfano to get the rise and set times [47].
The rise/set time occurs when the most restrictive function is equal
to zero.
For each ground station, a matrix is constructed to describe the

access to that station over time. The rows correspond to the sorted rise
and set times, whereas the columns correspond to the satellites. The
matrix is binary such that a one in the (i, j) place indicates that the jth
satellite can access the ground station from the ith time until the
(i� 1)th time. There is a corresponding vector of times, Tk, to match
the rows of the matrix. An access array A is formed by concatenating
the accesses for each station and a time matrix T. Tik is the ith rise
or set time for the kth station. Aijk is one if the jth satellite can access
the kth ground station between Tik and T�i�1�k. The length of each

time step is calculated, ΔTik � T�i�1�k − Tik. The access array and

time matrix are used to calculate revisit metrics and in the resilience
calculations outlined in the following section.

D. Resilience

This section discusses a method for formulating the problem
of finding the combination of losses of assets most degrading to the
constellation performance as an LP. The access array described in
the previous section can be used in examining the performance of
the degraded constellation. If the number of satellites is small and the
number of predicted removals/failures is small, it is simple to check
every combination of removals to determine themost damaging case.
The columns of the access array that correspond to the removed
satellites are removed, and the resiliencemetrics are calculated for the
new array. However, because the problem grows combinatorially,
evaluating all combinations directly for large problems quickly
becomes infeasible. For example, Stenger considered 12-removal,
24-removal, and 36-removal cases for the 66-satellite Iridium
constellation [17]. The smallest of these cases has 4.92 × 1012

combinations.
Mathematical programming is used to solve the problem of finding

theworst combination of satellite removals, which can be formulated
as a mixed integer linear program (MILP). The exact formulation
will depend on the metric used in the optimization. In this analysis,
the problem of finding the combination of removals that maximizes
the longest gap in coverage seen by any of the ground stations
(maximum revisit time over all points) is considered. The number
of satellites in the nominal constellation isns, the number of removals
is nr, and the number of ground stations is ng.
The decision variable xj ∈ f0; 1g ∀ j � 1; 2; : : : ; ns is a binary

satellite inclusion variable that is one if the jth satellite is active and
zero otherwise. To produce the correct number of removals, it is
required that

Xns
j�1

xj � ns − nr (19)

It is then necessary to determine how many satellites are available

to each station at anygiven time. The access sumAik gives the number
of satellites available to ground station k at its ith time step:

Aik �
Xns
j�1

Aijkxj (20)

The next step is to calculate whether a sufficient number of assets
is available for access at each period. nc is the number of assets
required to be in view of the ground station simultaneously for
successful access. The calculation of this access requires the intro-
duction of a new binary variable Yik ∈ f0; 1g. Yik is one if the
required number of assets is accessible by station k at time i and
zero otherwise. To force Yik to take the appropriate value, two more
constraints are introduced. The second is a big-M constraint for
which M � ns − nc � 1.

Yik ≤
Aik

nc
∀ i ∈ �1; : : : ; nt − 1�; k ∈ �1; : : : ; ng� (21)

MYik ≥ Aik − nc � 1 ∀ i ∈ �1; : : : ; nt − 1�; k ∈ �1; : : : ; ng� (22)

Equation (21) ensures that Yik is zero if insufficient satellites are
available. Equation (22) ensures thatYik is one if at least nc satellites
are available.
The maximum revisit time of a ground station is the longest

period for which that station is without coverage. The maximum
revisit time over all points is the largest gap in coverage for
any station in the scenario. The formulation begins with the defi-
nition of an accumulator variable aik ∈ R≥0. The accumulator
variable counts the amount of time at each step since the end of
the previous pass. During a pass and immediately after the pass
ends, the accumulator should be zero. The constraints below are
big-M constraints. To distinguish from the big-M value used in
Eq. (21), the big-M value in these constraints will be referred to as
M2. Themost conservative value forM2 is the length of the scenario
plus a small constant. However, using smaller values to aid con-
vergence is encouraged if it is guaranteed that no gap will ever
exceed the value chosen for M2.
The constraints needed to force aik to take the appropriate value

are slightly different for the first time step from that for the rest of the
scenario. a1k has the constraints

a1k ≥ ΔT1k −M2Y1k ∀ k ∈ �1; : : : ; ng� (23)

a1k ≤ ΔT1k �M2Y1k ∀ k ∈ �1; : : : ; ng� (24)

These constraints ensure that a1k will be equal to the length of the
first time step if there is no access when the scenario begins. The
constraints for the rest of the time period are

aik ≥ a�i−1�k � ΔTik −M2Yik ∀ i ∈ �2; : : : ; nt − 1�; k ∈ �1; : : : ; ng�
(25)

aik ≤ a�i−1�k � ΔTik �M2Yik ∀ i ∈ �2; : : : ; nt − 1�; k ∈ �1; : : : ; ng�
(26)

Likewise, these constraints ensure that aik will be equal to the
previous accumulator value plus the time step if there is no access at
the current time. Finally, aik must be zero if there is access at the
current time, so

aik ≤ M2�1 − Yik� ∀ i ∈ �1; : : : ; nt − 1�; k ∈ �1; : : : ; ng� (27)

The length of the largest gap is equal to the largest value of aik. To
find this value, a variable amax ∈ R≥0 is introduced. Because the goal
is to maximize amax, there must be an upper bound on amax to prevent
it growing unbounded. Therefore, it is required that amax is less than
or equal to exactly one of the values of a. To this end, additional

binary variables δik ∈ R�nt−1�×ng are introduced. This formulation
will drive amax to the largest value of a and can be enforced with the
constraints
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amax ≤ aik��1− δik�M2 ∀ i∈ �1;: : : ;nt − 1�; k∈ �1;: : : ;ng� (28)

Xnt−1
i�1

Xng
k�1

δik � 1 (29)

The linear programming problem to determine the worst-case
removals using maximum revisit time over all points is

Minimize − amax

with decision variables:

xj ∈ f0; 1g ∀ j ∈ �1; : : : ; ns�
Yik ∈ f0; 1g ∀ i ∈ �1; : : : ; nt�; k ∈ �1; : : : ; ng�
aik ∈ R≥0 ∀ i ∈ �1; : : : ; nt − 1�; k ∈ �1; : : : ; ng�
amax ∈ R≥0

δik ∈ f0; 1g ∀ i ∈ �1; : : : ; nt − 1�; k ∈ �1; : : : ; ng�

subject to the constraints in Eqs. (19–29).
This formulation has a total of �2nt − 1� × ng � ns binary variables

and �nt − 1� × ng � 1 continuous variables. State-of-the-art MILP

solvers can handle hundreds of thousands of variables, but the ability
of a solver to find a solution is dependent on more factors than simply
the number of variables [48]. The distance between the relaxed and
actual solutions, the number of constraints, and the ability of the solver
to quickly find a feasible solution are only some of the factors that
affect solve time. Some decision variables can be set a priori, reducing
solve time. For example, any interval during which the nominal case
did not have access to a sufficient number of assets will preclude the
reduced case from having a sufficient number of assets, allowing the
corresponding values of Yik to be set to zero. Similarly, if the nominal
case had sufficient assets such that removing themaximumnumber of
assets would not affect access during that period, the corresponding
values ofYik can be set to one.Anothermethod for decreasing runtime
is to consider each ground station separately. Because the runtime of
anMILP solverwill increase in a nonpolynomial fashionwith number
of variables, it may be faster to run several small programs than one
large one, depending on the solver overhead and the solve times for the
two problem sizes. Meaning, one program with 100,000 variables
will generally be slower than 100 programs with 1000 variables each.
The results can then be combined by choosing the highest maximum
revisit time from among all the ground stations.
The number of ground stations and time steps both have a more

significant direct impact on the number of variables, though the
number of times is a function of the number of satellites. It is possible
to reduce the size of the problem by limiting the number of ground
stations or the total duration of the scenario. Constellations with
repeating ground tracks or whose formulations permit short analysis
times will benefit most from this formulation due to the smaller
number of variables required for such problems. The formulation
is only beneficial in large combinatorial cases, as small cases can
be handled more rapidly by full enumeration of all removal
possibilities.

IV. Mars Scenario Description

To test the ability of the DISCO-Tech methodology to compare
monolithic spacecraft constellations to disaggregated, heterogeneous
constellations, a test case involving the design of a Mars-orbiting
constellation was developed. The constellation’s purpose is to pro-
vide baseline communications and position, navigation, and timing
(PNT) capabilities in order to support a theoretical human settlement
on Mars. Because of the difficulty of transporting equipment to the
planet’s surface, it is likely that much of Mars’s infrastructure will be
space based. Optimization was performed to find a constellation that
could 1) provide voice communications for 5000 simultaneous users,
2) provide PNT capabilities globally, and 3) enable data transmission
back to Earth with speeds of 1 Mbps. The ability to provide voice

communications was quantified using a globally averagedmaximum
revisit time and a channel capacity constraint. Each voice transmis-
sion required a data rate of 9.6 kbps and a maximum bit error rate
of 10−3, which are standard requirements for satellite voice commu-
nications used by constellations such as Globalstar [20]. The ground
segment of the communications link was modeled after current
tactical radios, with a transmit power of 3.2 W and a gain of 1 dBi.
The PNT requirement was considered to be satisfied if points on a
defined grid across the globe had continuous coverage from at least
four satellites with a data rate of 50 bps and a maximum bit error

rate of 10−5. It is assumed that the positioning satellites will have
sufficient knowledge of their own positions from established ground
stations or transmitters. The data transmission requirement was
checked by examining the multistage link budget connecting a theo-
reticalMars high-powered ground station to theDeep SpaceNetwork
on Earth in the worst-case scenario when Mars and Earth are sepa-
rated by 2.5 AU, transmitting a signal at 8 GHz and 100 W with an
antenna half power beamwidth (HPBW) of 0.36 deg. The frequency
and gain parameters of the ground station were set to match those of
the Mars Reconnaissance Orbiter [49]. The HPBWof satellite-based
transmitters and receivers involved in the data transfer was also
defined as 0.36 deg, though the power was set as a variable to
be determined during the optimization. The maximum acceptable
bit error ratewas set at 10−7. A single objective functionwas used that
penalized solutions that did not meet the standards for coverage and
communication established above but did not reward performance
above the minimum requirements.
Four potential satellite types were considered for this analysis.

DISCO-Tech’s ability to dynamically increase or decrease the number
of architectures under consideration was not leveraged for this prob-
lem. The first type, NAV, was a PNT-only satellite that transmitted at
the low data rate of 50 bps. The second type, COMMS, was a
communications satellite that had a variable number of channels
available to permit multiple accesses. It was presumed that COMMS
could transmit the necessary PNT signal with no additional equipment
or power due to the low data rate. Also, COMMS could be assigned a
deep space transmitter and receiver (DST/R), though it was not
required. Both NAV and COMMS were assigned to Walker Delta
constellations. The third type, MR, was a Mars-orbiting satellite
hosting a deep space transmitter whose sole function was to transmit
data to Earth or to a second relay constellation. It was assigned to a
near-equatorial circular plane. A fourth type, SR, was added to con-
sider the possibility of having lower-powered Mars-orbiting satellites
transmit to relatively near Sun-orbiting satellites that could then trans-
mit to one another to reach a satellite near Earth. An illustration of the
potential transmission paths is shown in Fig. 4. The range of spacecraft
and orbit parameters is shown in Table 1.
The simulation was run using the bicubic interpolation J4 propa-

gator described in Ref. [25]. The simulation time period was initially
set for 10 days, but it is checked over a longer period of time once the
simulation is complete if the final solution contains satellites at
different inclinations that would be subject to different perturbations.
Potential launchvehicleswere determined fromprevious and planned
Marsmissions and include thePolar Satellite LaunchVehicle (PSLV),
the SpaceLaunch System, and theAtlasV541. Thegenetic algorithm
used a mutation rate of 0.05 and a population size of 300. The top 1%
of candidates were kept for the next generation, with the best candi-
date remaining unmutated. The top 70%were considered as potential
parents. The optimization was permitted to run for up to 600 gen-
erations, with 50 generations of unchanged dominance considered
sufficient to conclude the optimization. This scenario was originally
presented in Ref. [50].

V. Mars Scenario Results

The simulation determined that the most cost-effective solution was
to use a single type of satellite, a communications satellite augmented
with an additional deep space transmitter and receiver. The resulting
satellite and constellation had the parameters shown in Table 2, with
visualization shown in Fig. 5. The satellite will have a mass of
approximately 120 kg. The estimated costs for the constellation, in
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2020 dollars, are $1.5 billion for development, $32million for the first
flight unit, $1.1 billion for all satellites, and $266million for 15 PSLVs,
giving a total mission cost of $2.9 billion.
The constellation provides continuous fourfold coverage over

the entire planet. The maximum geometric dilution of precision
of the constellation ranges between 1.2 and 2.1 for various latitudes.
The voice communications have an uplink bit error rate of 6.9 × 10−5

and a downlink bit error rate of 6.7 × 10−5. The link budget for the
downlink is shown in the Appendix. The bit error rate for the PNT
data is insignificant due to the low data rate. The bit error rate for data

transmission to Earth is 8.3 × 10−8.
The semimajor axis of the orbit is 9818 km, which is close to the

orbit of Phobos. Phobos’s orbit has a periapsis radius of 9234 km and
an apoapsis radius of 9518 km. Because the distance between the
orbits and Phobos can be as small as 300 km, an additional simulation
was performed to determine whether a collision was possible. Ten
thousand sets of satellite orbital elements with random RAANs and
initial true anomalies were generated. A force model that includes a
fourth-order gravitational model of Mars and a point mass model of
Phobos as a third body was developed. At a distance of 300 km, the
acceleration due to Phobos is on the order of 10−5 m∕s2. Satellites
were propagated using the generated orbital elements (OEs) and this
force model for a simulation time of 3 years. During this time period,
the closest approach for any satellite to the moon was 258 km. The
average closest approach was 296 km, and the standard deviation for
the closest approach was 14 km. As Phobos’s radius is only 11 km,
there appears to be sufficient separation that collision is not a concern.
This result could be further validated using a higher-fidelity force
model, or the optimization could be repeated after restricting permis-
sible values of the semimajor axis to exclude regions near the moon.
The constellation tool performed as expected, with the optimiza-

tion undergoing 239 generations before 50 generations of continu-
ous dominance were achieved. Ultimately, a single satellite type was
the most viable due to development and launch costs, which
could have eliminated the two relay satellite types. The number of
communications satellites needed made the additional PNT satellites
unnecessary. If a satellite were madewith COTS components and the

cost modeled accordingly, it is possible that a multiple satellite
solution would become preferable. Furthermore, if the target area
of the communications constellation were reduced to the equatorial
region, it is likely that the lower-cost PNT satellites would be a
superior choice to provide the remaining coverage. To ensure that
additional satellite types were not prematurely excluded, additional
runs can be performed both of the same simulation and of simulations
that force the inclusion of additional satellite types. Regardless, this
scenario demonstrated the capability of DISCO-Tech to compare the
performance of heterogeneous and homogeneous constellations. The
fact that the optimal solution was a homogeneous constellation high-
lights the need to avoid prematurely eliminating architecture options
due to a preconceived notion of what the best solution may be.

Table 1 Mars optimization ranges

Property NAV COMMS MR SR

TX frequency (GHz) [0.2, 0.4, 1.5, 2.5, 5.9, 7.9] [0.2, 0.4, 1.5, 2.5, 5.9, 7.9] 8.0 8.0
TX power (W) 0.1–50 0.1–1000 10–500 10–500
HPBW (deg) 10–180 10–180 0.36 0.36
Channels 1 1–1000 1 1
a (km) 3,596–21,396 3,596–21,396 3,596–21,396 �1.496–2.274� × 108

i (deg) 2–90 2–90 2 0

SatsPP 1–20 1–20 1–20 1–10
No. of planes 1–20 1–20 1 1
Central body Mars Mars Mars Sun
Optional payloads —— DST/R (10-500 W) —— ——

HPBW, half power beamwidth (SatsPP = satellites per plane, TX = transmit).

Table 2 Mars solution properties

Property Value

Communications frequency (GHz) 0.2
Communications transmit power (W) 6.5
Communications half power beamwidth (deg) 26
Communications number of channels 173
Semimajor axis (km) 9818
Inclination (deg) 85.2
Satellites per plane 9
Number of planes 5
Walker phasing parameter 1
Deep space transmit power (W) 29.3

Fig. 4 Potential data relay paths.

Fig. 5 Visualization of final constellation.
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VI. Rideshare Scenario Description

One benefit of both nanosatellites and rideshare launches is the
ability to use them on short notice. This feature is especially benefi-
cial in the event of an emergency, when there is insufficient time
to build and deploy a traditional satellite constellation. To simulate
such a scenario, consider the case of fire detection over California.
The goal is to deploy a constellation of nanosatellites constructed
of COTS parts using rideshare opportunities in a timely manner. The
nanosatellites are identical and have the following subsystems:
1) Propulsion: 2U propulsion module with a thrust of 1.25 N, a

specific impulse of 235 s, and a propellant mass of 1.4 kg**

2) Antenna: deployable helical antenna
3) Transmitter/receiver: VHF downlink/UHF uplink full duplex

transceiver
4) Battery: high-energy-density battery array
5) Electrical power subsystem: CubeSat power supply
6) Solar panels: CubeSat solar panels
7)Attitude control system:CubeSat three-axis reactionwheels and

magnetorquers
8) Imager: multispectral imager with a ground sample distance of

9.6 m at 500 km††

With the exception of the propulsion system and the imager, the
components listed above serve only to estimate the cost and mass
required for the satellite and do not represent a finalized design. The
propulsion system dictates the maneuvers that can be performed by
the satellite, whereas the imager dictates the image resolution, limit-
ing the maximum altitude of the satellites.
A set of rideshare options was simulated by taking the two

line elements (TLEs) of satellites launched over a 30-day period. This
sampling is meant to be an example set of launches and is not
indicative of the launches thatwould be available for an actualmission.
The results will vary based on the particular set of launches available.
The orbital elements corresponding to the TLEs are shown in Table 3,
where each row represents a different launch with the angles are in
degrees and the semimajor axis in kilometers. Orbital elements are
presented with respect to the Earth-centered inertial (ECI) frame.
The optimization selects a set of launches, assigns satellites to each

selected launch, and sets a reconfiguration for each launch by setting
the change in orbital elements. The satellites’ orbital elements will be
the orbital elements of the launch plus the change in orbital elements.
The satellites will be evenly distributed in true anomaly around the
orbit. The reachabilitymethodology described in the previous section
is used to check if the initial orbit and final orbits produced by the
optimizer are compatible (reachable within 10 orbits using the avail-
able propellant and thrust). A segment of the genome produced by the
genetic algorithm would have the form xi � [launch assignment,
number of satellites, Δa, Δe, Δi, Δω, ΔΩ, Δθ]. The genome
is permitted to have between 1 and 20 segments. It is possible that
multiple planes of satellites may be deployed from a single launch
by assigning multiple orbital element changes to one launch. In a
simulation of a real-life scenario, it would be beneficial to introduce a
constraint ensuring that the mass capacity for rideshare of a vehicle
is not exceeded. The total number of satellites launched is not to
exceed 50.
Because the goal of the scenario is to maximize coverage over

the state of California, a set of points evenly spaced with 100 miles
between them was generated within the state. A minimum elevation
limit for access of 5 deg was imposed. A maximum ground sample
distance (GSD) of 25 m is also required for access. The satellites
are assumed to be able to slew sufficiently to cover the area of interest,
so no constraint is imposed on the off-boresight angle of the satellite.
The access provided by a given solution is evaluated using two

metrics: the average time average gap (TAG) of the ground points and
the maximum revisit time over all points. The TAG of a ground point
is defined as [51]

TAG �
P

gaps �GapDuration�2
Coverage Interval

(30)

TAG provides the average time until next coverage for a given
ground pointwhen starting from an arbitrary time in the scenario. The
maximum revisit time over all points calculates the longest time that
each point is without coverage and then takes the largest of these
values. The total number of satellites is minimized in order to survey
the entire solution space and to determine the coverage possible at
varying asset levels.
Because of the relatively high failure rate of nanosatellites, it is

necessary to consider the possibility that someof the satellitesmay fail
prematurely. The impact of this possibility is measured by determin-
ing theworst-case maximum revisit time over all points when 20% of
the satellites are removed from the scenario. The linear programming
approach discussed in the “Resilience” subsection of the previous
section is applied in order to obtain this worst-case objective value.
The optimization problem therefore has four objectives: minimize
average TAG, minimize maximum revisit time over all points, min-
imize degraded maximum revisit time over all points, and minimize
number of satellites.
A scenario time of 30 days is used when calculating the nominal

objectives. The degraded analysis uses a 10-day scenario time to
limit the size of the linear programming problem. The simulation is
run until 10 successive generations produce no improvement in the
archive. A new population is then generated using the archive and
randomly generated members, as described in Ref. [27]. An initial
population of 200 candidates is used,with the population being scaled
each run to be four times the archive size. This process is repeated for
10 runs. For comparison purposes, optimization is performed on a
Walker delta constellationwith up to 50 satellites and up to 20 planes.
The Walker formulation does not undergo reconfiguration. It seeks
to minimize the total number of planes in addition to the objectives
stated for the rideshare scenario. This scenario was originally pre-
sented in Ref. [52].

VII. Rideshare Scenario Results

The rideshare simulation produced a nondominated frontier with
31 results, shown in Fig. 6. The TAG of the nondominated solutions
ranges from 52 minutes for the larger constellations to 11.2 h for a
single satellite. Themaximum revisit time over all points takes values
between 3.8 and 12.4 h. The degraded maximum revisit time over all
points takes values between 5.0 and 11.6 h, discounting the single-
satellite case. After the 10th satellite, additional satellites produce
diminishing returns. Indeed, the objective values changevery slightly
between 20 and 35 satellites. Figure 7 colors the nondominated
frontier by the number of orbital planes (and therefore launches)
used by each solution. The theoretical FireSat-II example in Ref. [18]

Table 3 Rideshare orbital elements, ECI

Launch a e i ω Ω

1 6,823 0.0018 92.9 118.3 253.5
2 6,823 0.0018 92.9 118.6 253.5
3 6,823 0.0017 92.9 124.2 253.5
4 6,823 0.0018 92.9 124.6 253.5
5 6,966 0.0014 97.9 153.2 158.3
6 6,966 0.0014 97.9 151.1 158.3
7 28,241 0.0117 55.0 176.3 156.9
8 28,243 0.0116 55.0 176.4 156.9
9 7,090 0.0091 98.6 337.4 340.2
10 15,700 0.5808 55.0 172.5 153.7
11 15,531 0.5723 26.9 195.9 240.4
12 7,161 0.0011 98.6 165.3 339.7
13 6,673 0.0021 51.6 340.3 237.9
14 6,837 0.0019 91.9 59.6 251.1
15 6,975 0.0032 97.7 175.0 158.0
16 6,784 0.0008 51.6 35.9 237.1
17 42,133 0.0010 0.0 96.4 95.9
18 28,820 0.0089 54.9 4.6 156.8

**http://www.rocket.com/files/aerojet/documents/CubeSat/MPS-130%
20data%20sheet%20crop.pdf.

††http://41.185.8.177/∼cubespac/ClientDownloads/CubeADCS_3Axis_
Specsheet_V1.1.pdf.
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requires a revisit time of 8 h to identify nascent forest fires. The
imaging capability provided by the rideshare constellations is suffi-
cient to meet these requirements. The rideshare constellation cover-
age performance is inferior to proposed constellation designs such as
the FUEGO program, which achieves 25-minute revisit times using
dedicated launches [53].
An example rideshare constellation using 30 satellites is shown in

Fig. 8. The constellation consists of two sets of near-polar orbits
spaced about 90 deg apart in RAAN, plus a pair of orbits near 50 deg
in inclination. During the 30-day simulation time, the polar orbits
maintain similar relative positions, but the relative position of the
50 deg orbits with respect to the polar orbits vary.
The stagnation of the values with increasing numbers of satellites

highlights the critical flaw in rideshare constellations. Because the
initial launches are fixed in such a way that may not be beneficial to
the rideshare mission, the resulting constellation can have large gaps
in coverage when the rideshare orbits do not overlap in a fortuitous
manner. The ability to maneuver the satellites helps to mitigate the
problem, but the high propellant cost to enact a change in orbital
plane impedes the constellation’s ability to achieve the uniform
formation often used in constellation design.
There are two ways to increase the performance of the rideshare

constellation. The first is to have a greater number of rideshare
opportunities available. By permitting the satellites to be launched
over a longer time period, more rideshares become available, increas-
ing available orbit diversity. However, spreading the launch of the
constellation over a longer period of time decreases the overall life
of the constellation because the time from when the constellation
is fully populated to when the first satellite reaches the end of its life
is decreased. The other method for increasing constellation perfor-
mance and spacing between orbits is to increase the maneuvering

capability of the satellites. Maneuvering can be improved by either
increasing the amount of propellant onboard the satellites or by
using a low-thrust, high-Isp electric propulsion system. The latter
option increases the overall maneuverability, but requires more time
for the constellation to reach its final configuration.
The performances of the rideshare constellations are compared

with Walker constellations optimized using the genetic algorithm.
The nondominated frontier for theWalker case is shown in Fig. 9. As
expected, the Walker constellations offer superior performance over
the rideshare constellations. AWalker constellation of 4 satellites has
comparable performance to a rideshare constellation of 15–20 satel-
lites. Furthermore, satellites can be added to the Walker constellation
to improve coverage until continuous coverage is reached, whereas
the rideshare constellation has unfillable gaps due to the relative
placement of the rideshare orbits. However, the cost of launching four
satellites on dedicated rides is significantly greater than the cost of the
additional satellites needed for the rideshare constellation. The cost
for the components listed in the previous section is $283K for every-
thing except the propulsion system, which is still in development and
does not have a published price. If the total cost is approximately
$400Kwith the propulsion system, the satellite cost would be $6Mfor
the rideshare constellation and $1.6M for the Walker constellation.
Neither price includes the cost of testing or software development.
The Walker constellation would require 2–4 launches to LEO, a
cost of $36.8M–73.6M using Pegasus XL rockets [18]. Conversely,
with a $30K per kilogram rideshare launch cost and a spacecraft
weighing about 10 kg, the rideshare launch cost is only $4.5M.
Therefore, if theperformance limitationsof the rideshare constellation
are acceptable, a constellation can be developed for about a quarter
of the cost of a traditional Walker constellation. Fires in the state of
California cause billions of dollars in damage each year, so the low
cost of a fire detection constellation has the potential to pay for itself
many times over.
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Fig. 8 Example constellation of 30 satellites.
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VIII. Conclusions

This paper outlines a methodology for designing and analyzing
nontraditional satellite constellations, including disaggregated and
rideshare constellations. Particular emphasis is given to newmethod-
ologies for reachability and resilience analyses for constellations
of nanosatellites. These methods leverage linear programming tech-
niques and offer savings in computation time over other methods.
A validation case of designing a Mars-orbiting navigation and com-
munications constellation is discussed, with the result being that
traditional, homogeneous constellations are more appropriate for
this scenario. The methodology is also used to analyze the ability
of a constellation built using only rideshare opportunities to provide
coverage over California to perform fire detection. An average time
average gap of less than 1 h is achievable, as is a maximum revisit
time over all points of less than 4 h. The rideshare performance is
compared with the performance of a Walker constellation. Although
the Walker constellation can achieve arbitrary levels of coverage
through the addition of further satellites, rideshare constellations
are capable of meeting the capabilities of smallWalker constellations
at greatly reduced cost. Future work will extend the DISCO-Tech
methodology to other nontraditional constellation types, such as
multidomain and hosted payload constellations. It will also examine
options for improved optimization of dynamic constellations and
compare performance to that of other constellation design tools.

Appendix: Link Budget

The link budget for thevoice communications satellites is shown in
Table A1.
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Peak transmit antenna gain 14.45 dBi
Transmit FOV loss −2.78 dB

Transmit line loss −0.75 dB

EIRP 19.09 dBW
Number of channels 173
EIRP per channel −3.33 dBW
Space loss −155.36 dB

Atmospheric loss 0 dB
Propagation and polarization loss −0.75 dB

Losses −157.95 dB
Receiver gain 1.00 dBi
Boltzmann’s constant, k 1.38 × 10−23 J∕K
1∕k 228.60 dBK∕J 7.2 × 1022 K∕J
Noise temperature, T 201.76 K

1∕T −23.05 dB∕K 4.95 × 10−3 1∕K
Data rate per channel, R 9.6 kbps

1∕R −39.82 dB∕Hz 1.04 × 10−4 s∕bit
1/(kRT) 165.73 dB/Hz/J

Eb∕N0 7.29 dB

Required Eb∕N0 6.67 dB

Link margin 0.62 dB

FOV � field of view, EIRP � effective isotropic radiated power. Bolded terms are

components of link equation: Eb∕N0�EIRP per channel�Losses�Receiver gain�
1∕�kRT�. Link margin � Eb∕N0 − Required Ebb∕N0.
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